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NOMENCLATURE m(-) Gaussian processes mean function
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H Set of receding horizons € Independent Gaussian noise
T Set of time intervals in a receding horizon OSE, Isg Squared exponential kernel parameters
TRB Set of time intervals in a rebound horizon w, o Intervally filtered randomness mean/variance
d/D Index/Set of operational day A Square matrix of randomness components
h,t,j,1 Indices for time intervals Kse Squared exponential covariance matrix
R Set of randomness components K Proposed covariance matrix
R Set of filtered randomness components ™ p™d*  Realised randomness consumption (kWh)
x™d xmd*  Vectors of realised randomness consumption gmd Expected randomness consumption
%md Vector of expected randomness consumption fmd Expected randomness consumption mean
X, X%, X Input vectors for non-stationary kernel smd’ Expected randomness consumption variance
Parameters Variables
154 End-user price elasticity x End-user consumption (kWh)
T End-user originally expected consumption (kWh) —z* /2~ End-user positive/negative net demand (kWh)
ghist End-user historical consumption (kWh) xerid End-user consumption from utility grid (kWh)
T/ Upper/lower bounds of end-user energy con- G°* End-user spilled solar energy (kWh)

sumption (kWh) ) End-user solar credit offset (kWh)
Tt/ End-user actual positive/negative net demand B End-user (dis)comfort function

(kWh) C End-user cumulative solar credits (kWh)
Az End-user adjusted energy consumption (kWh) 0] Binary variable for complementarity constraint
K End-user discounting degree P CBS dispatch power (kW)

T End-user discounting asymptote
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Pt/ pdis  CBS charging/discharging power (kW)
E CBS state of energy (kWh)

vt o Community positive/negative net demand (kWh)

perd Imported energy from the utility grid for charging
CBS (kWh)

(¢peak Community peak demand reduction (kW)

I. INTRODUCTION

A. Motivation

EMAND response (DR) based on time-varying price
signals provides many advantages to both electricity
consumers and utility companies. Recognising this, various
approaches have been proposed to model the consumption
behaviour of residential users under different pricing schemes,
namely time-of-use tariff, critical-peak pricing, and real-time
(RT) wholesale market prices [1]-[4]. DR frameworks gener-
ally employ a game-theoretic approach, assuming that elec-
tricity customers are rational players that act in the interest of
minimising electricity bills by adjusting their consumption to
price signals [4]-[6]. However, this rational behaviour, while
typically observed in the short term, may not always hold over
extended periods. Behavioural economics provides a frame-
work for understanding this deviation from rational decision-
making, recognising that residential users often lack complete
rationality in the actual decision-making processes [7]. As a
result, neglecting such irrational behaviour can lead to ill-
informed decisions with significant financial consequences [8].
To understand the impact of end-user non-ideal behaviour
on economic benefits, this paper examines the business model
of community battery storage (CBS). The rapid adoption
of rooftop solar photovoltaic (PV) systems in Australia has
resulted in the emergence of local energy communities that are
increasingly considering the incorporation of CBS as an essen-
tial element [9]. Recently, the Australian federal government
has announced the allocation of $224.3 million to community
battery schemes [10], which could see the installation of more
than 400 community batteries throughout the country in the
next few years [10]. In preparation for the rollout of new
medium-scale battery systems in distribution networks, many
Australian distribution network service providers (DNSPs)
have introduced trial network tariffs to promote the use of
CBS to support their networks [11].

This presents an opportunity for a new business model
with respect to CBS. Therefore, it is imperative to perform
a business analysis to evaluate the viability of these invest-
ments. A crucial factor that influences the profitability of CBS
projects is the ability to forecast daily electricity consumption
within the local energy community. This is important for
two reasons: first, to optimally engage in energy arbitrage,
which serves as one of the revenue streams of CBS [12];
second, to leverage CBS for managing peak power demand
in distribution networks, which is the main driver of costly
network upgrades for DNSPs [3], [13]. Thus, the success of
a CBS project depends greatly on the ability to forecast local
electricity consumption, which, in turn, is directly related to
understanding consumers’ behaviour.

B. Related works

Various machine learning (ML) forecasting models have
been developed to predict daily consumption, which can be
deterministic or probabilistic forecasts [14], [15]. However,
they all share one fundamental challenge; trained models
with historical data may systematically fail to produce ac-
curate forward-looking forecasts if future consumption pat-
terns deviate significantly from historical data. This is par-
ticularly crucial for modern electricity end users, who are
increasingly equipped with rooftop PV, electric vehicles and
home energy management systems (HEMS). Due to their
reliance on various uncertain factors, these advances can
introduce substantial variability into the net demand profile.
This change is exacerbated by the highly dynamic pricing
environment of RT wholesale prices, which can be offered
directly to residential customers, as has been done by a
few retailers, e.g., Amber Electric in Australia [16]. For this
reason, various price-responsive models have been proposed
to estimate the consumption behaviour of residential users for
analysing new business models. In most studies, the time-
varying DR programs are encapsulated within a nonlinear
utility function [4], [5], [12], [17]. This function considers the
linear cost of electricity along with a nonlinear (dis)comfort
function that depends on electricity usage. The incorpora-
tion of the (dis)comfort function facilitates the modelling of
nonlinear decision-making, reflecting the complex ways in
which electricity customers react to price signals. Further-
more, the function mimics the principle of loss aversion, that
is, a psychological property in behavioural economics that
describes irrational behaviour of the end users [18]. In loss
aversion theory, human perception is modelled asymmetrically,
with individuals being influenced more by the fear of losses
than by the potential gains. Unlike loss aversion [19], other
properties of behavioural economics, which will be detailed
in the following paragraph, are not mathematically modelled
in the DR literature.

In [7], different properties of irrational behaviour were
recommended for DR programs, including but not limited to
bounded rationality and time inconsistency. Although bounded
rationality has been considered in various studies, its definition
and interpretation lack consistency. For example, in [19], the
authors addressed the bounded rationality by assuming that
end users are unaware of the financial advantages of DR,
thus removing the financial aspect from the formulation of
the problem. In another study [20], while financial incentives
are retained, the authors deliberately perturb optimal solutions
using normally distributed noise, without any clear definition
of “noise”. In contrast to bounded rationality, time inconsis-
tency is rarely considered in the literature on DR. The theory
proposes that people’s inter-temporal choices are inconsistent
over time largely due to their inherent bias towards immediate
outcomes compared to those in the future [21]. This bias can
be modelled using a hyperbolic discounting function rather
than an exponential discount rate, commonly seen in economic
theory [22]. A well-known application of time inconsistency
is the explanation of the procrastination phenomenon [23].
In [24], a survey of residential electricity customers revealed
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procrastination as a barrier to energy-saving behaviour. The
study pointed out that the intangible discomfort associated
with energy-saving activities often leads people to postpone
planned DR tasks. Despite the importance of this issue,
there has not yet been a mathematical formulation of time
inconsistency in the context of DR.

C. Objectives and contributions

In this paper, we integrate various aspects of irrational
behaviour, namely loss aversion, time inconsistency, and
bounded rationality, into the formulation of the DR model.
We define a DR activity as a load shift. In our approach,
loss aversion is considered in the (dis)comfort model for load
shifting such that end users experience significant discomfort
with a reduction in demand and a comparatively smaller
increase in comfort when increasing consumption. Time incon-
sistency is addressed by discounting the (dis)comfort values
for intervals that are far ahead of the current time step. Hence,
we leverage receding horizon operation (RHO) to illustrate
the changing decisions of end users over time, demonstrating
the effect of procrastination on their decision-making process.
Bounded rationality is considered as the cognitive limits of
actual consumption, causing end users to opt for suboptimal
solutions. These cognitive constraints originate from the in-
herent randomness of end users’ behaviour, of which they are
unaware during decision making. To this end, we propose a
framework to determine the time-dependent randomness of
consumption using Multiple Seasonal-Trend decomposition
using Loess (MSTL) [25]. The framework then leverages
Gaussian processes with non-stationary kernel (see [26]) to
generate randomness in users’ DR activities. Having awareness
of the irrationality of end users, the CBS operator applies
a chance-constrained optimisation for battery operation [27]-
[29], where local consumption is considered as the stochastic
parameter to effectively manage uncertainty. In summary, this
paper offers three main contributions:

o Mathematical modelling of electricity end users’ irrational
behaviour in the DR model that integrates time inconsistency
and bounded rationality with established loss aversion models.

o Proposing a framework that models end users’ random-
ness in electricity consumption by leveraging MSTL and
Gaussian processes.

o Developing an adaptive non-stationary kernel for Gaus-
sian processes, capturing the varying magnitudes of consump-
tion randomness across different times of the day.

The remainder of this paper is organised as follows. In sec-
tion II, we outline the structure of the local energy community
with CBS. Then, we delve into the mathematical modelling
of local end users and CBS operator in sections III and IV,
respectively. The simulation results are discussed in section V.
Lastly, we conclude the paper in section VI.

II. LOCAL ENERGY COMMUNITY WITH CBS

The upper half of Fig. 1 presents the structure of a local
energy community. In this setup, the CBS operator functions
as an electricity retailer that passes on RT wholesale market
prices to end users in the local energy community. End users
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Fig. 1: Local energy community structure with RHO setting

can be classified into two groups: those with rooftop solar PV,
referred to as solar prosumers, and those without it, referred to
as consumers. More than 33% of Australian households have
adopted rooftop solar PV [30]. This substantial uptake has
resulted in distribution networks often experiencing reverse
power flow during midday. To manage this, many DNSPs
have introduced flexible export limits, which could reduce the
amount of solar energy that can be exported to the grid to as
low as 1.5 kW [31]. However, this strategy leads to significant
energy spillage from rooftop PV systems. To make use of the
otherwise wasted solar generation, the CBS operator can offer
local prosumers to store their exported energy in the CBS in
exchange for solar credits. These solar credits can later be
used by prosumers to offset their electricity consumption at
night. Furthermore, to increase profits, the CBS operator can
sell the abundant electricity in the battery to local consumers
at RT wholesale prices. Hence, the CBS operator can perform
energy arbitrage by purchasing electricity from the utility grid
at low prices and selling in the local community when prices
are high. To demonstrate the irrational behaviour of the end
users, we leverage RHO, as shown in the lower half of Fig. 1,
and consider a perfect forecast of RT prices. If end users
have complete knowledge of future RT prices and are fully
rational, which is often claimed in the existing DR models,
they can optimise their DR strategies and adhere to planned
consumption, regardless of the planning horizon. However,
in reality, the irrationality of human behaviour can lead to
changing decisions over time and, as a result, deviating from
optimal consumption.

The operation of the local energy community can be
summarised as follows. Using HEMS, end users optimise
their day-ahead consumption in accordance with their load-
shifting behaviour to take advantage of RT price fluctua-
tions. The planned consumption, as predicted by HEMS, is
then reported to the CBS operator for optimal scheduling of
CBS (dis)charging. Under the RHO regime, the process is
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repeated consecutively in subsequent receding horizons, as
shown in Fig. 1. Note that due to the change in behaviour
and randomness of end users from time inconsistency and
bounded rationality properties, consumption information for
the same time interval can vary significantly across different
receding horizons. To deal with unexpected changes in end
users behaviour at the time of consumption, the CBS operator
solves a stochastic optimisation to manage the CBS. This
model contrasts with a deterministic model, which neglects
the uncertainties associated with consumption patterns.

III. PROBLEM FORMULATION FOR LOCAL END USERS

In this section, we first develop the utility model for local
end users that integrates the loss aversion and time incon-
sistency properties of irrational behaviour. Following this, we
elaborate on bounded rationality by constructing a framework
to depict end users’ randomness, leveraging MSTL and non-
stationary Gaussian processes.

A. Utility model of local end users with loss aversion

We denote N = {1,2,...,|N|} as the set of local end users
and H = {1,2,--- , H} as the set of receding horizons. For
each receding horizon h € H, the optimisation model is solved
for a one-day lookahead horizon, where the corresponding
set of time intervals is given by 7 = {1,2,---,T}. The
optimisation model of the end users for each receding horizon
h is formulated as follows:

\IIP,]H}II Unh = z;_i)‘ETt in;i ¢+ )‘iinf ;i_h ¢t )‘Exi) Tyt

’ te

+ B(znnt)] VneEN,VteT (la)
where
T —I R
B(@nni) =M {Hwi(xn,h,to:mh,t) (1b)
ﬁn,h,txn,h,t
S.t.
Z Tn,h,t :Z i‘n,h,t + Axn,h, Vn € N, (Ic)
teTRB teTRB
L ht < Ln,h,t < fYLJL,I‘/ Vn € N7 Vt e Tv (1d)
Tnht—Gnnt + Gy = x;m— Ty VneN, VEeT,
(le)
(SM-(1—¢pnt) YneN,VLeT, (1)
Tope SM-ppt YneN,VieT, (1g)
nhfSGn;,f Vne N, VteT, (1h)
ol = Onne =28y, YneN, VteT, (1i)
t
Coht= ;?:;L +Z(x1’_7,,h}j _5n,h,j) Vne N, Vte T, (13

where ‘I’n,h = {xn,h,ta x;i,h.,t’ m;,hiv ¢n,h,tu 5n,h,t7 G:z,h7t7
) lh +»Cn n.t}. The objective function in (1a) aims to minimise
the electricity cost and the discomfort incurred from load
shifting activities. Unlike conventional retailers that bundle
electricity prices with network charges [32], end users who opt
for RT wholesale market prices often see a more transparent
cost breakdown [16]. In our model, cost of electricity is
broken down into three components, namely energy usage
charges, network import charges, and network export charges
as specified by the first three terms in (la). Although solar
PV export is generally encouraged, reverse power flow can
lead to over-voltages and congestion in distribution network
feeders with high uptake of PV. For this reason, the network
export charge, /\];‘L’jf , in our model can be configured to positive
or negative values, depending on the DNSP, to discourage
or encourage solar export, respectively [33]. The quadratic
discomfort function in (1b) is a descending convex function
that captures the loss aversion behaviour of end users. When
they decrease consumption from their expected value, i.e.,
Tt < &n nt, the function generates a positive discomfort
value. Conversely, when end users increase their consump-
tion, they experience negative discomfort, implying a state of
satisfaction. However, a specific amount of negative deviation
from 2y, 5, » would result in greater discomfort compared to the
comfort value gained for the same amount of positive deviation
from &, , ;. This illustrates the asymmetry in psychological
behaviour with respect to loss and gain, which is central to loss
aversion. In addition to expected consumption, the discomfort
function in (1b) incorporates external factors, represented by a
price reference, ARl := max{\RT, i:nf |t € T}, and a time-
varying price elasticity. In [34], empirlcal evidence suggests
that the price elasticity of residential electricity consumption
is

Since DR activity is performed via load shifting, there is a
rebound effect that must be considered. This implies that any
reduction (increase) in demand must be accompanied by an
increase (reduction) in consumption within a short period of
time, as specified in (1c). We denote the rebound horizon as
TRE={12,-... TRB} C T Due to the sequential solving of the
RHO, only the decision variables in the first interval of each
receding horizon are binding. Therefore, to satisfy the rebound

. . h—1 (.
effect, consumption deviation, Az, j, = ijl (xnyj — xn,j),
from previous receding horizons is incorporated into the cur-
rent receding horizon. Constraint (1d) defines the boundaries
of consumption in each interval. Constraint (le)—(1g) repre-
sents the net demand of end users with respect to consumption,
solar generation, and solar energy spill. In particular, constraint
(le) separates net demand into positive and negative net
demand. For local consumers without a rooftop PV system,
solar generation is zero. Hence, only x:’h,t can have non-
zero values. However, for solar prosumers, depending on the
amount of solar generation, the net demand can be positive
or negative Normally, the optimisation solver would prefer to
set .z nht OF T, 5, 4 to zero due to the charges on the import
and export of energy in (la). However, the high penetration
of renewable energy sources (RES) has frequently driven
RT prices below zero [35], which can make optimisation
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unbounded (due to z, , and z_, , increasing indefinitely).
To avoid this issue, we consider cofnialementarity constraints in
(1f) and (1g). Moreover, when the RT prices are negative and
the network export charge is positive, the favourable reaction
of the prosumers is to curtail solar generation. To model
this behaviour, we consider the spilled solar energy in (1h),
which can be managed at the inverter level with the help of
HEMS. Constraint (1i) determines the electricity consumption
of the utility grid by end users, after considering the offset
of solar credits. Constraint (1j) calculates the accumulated
solar credits, where C“‘“ =Cly,h—1,t=1- Note that while (1h)—
(1j) only affect solar prosumers these constraints can also be
applied to consumers without loss of generality.

B. Time inconsistency

Although the current discomfort function successfully cap-
tures the asymmetry in loss and gain, it cannot model the
inconsistency of human actions in relation to intertemporal
choices. For example, consider a receding horizon starting at
08:00, where end users can estimate that it is in their best
financial interest to perform DR at 20:00 by reducing their
load. Given the significant temporal distance (i.e., 12 hours),
the end users might underestimate the discomfort incurred
from the activity. However, as the time approaches 20:00, the
end users become more aware of their comfort, leading them to
choose to maintain the consumption level and avoid reducing
their load. To account for this changing behaviour, we leverage
the hyperbolic discounting function to model the distorted
discomfort values over time [22]. The objective function in
(1a) is thus modified as follows:

3 L — RT .8 Imp + Exp —
‘IIPH}I]UTLJ*E:P\htlnht+>\htq"nht+)\ nht
w teT
1+7-t-Ky,
1+t-k,

where k,, depicts the discounting degree and varies for differ-
ent end users, and 7€ [0,1] is the horizontal asymptote of the
hyperbolic discounting function. The asymptote is necessary
to avoid the function approaching zero for large ¢t. As ¢ extends
into the future, representing a longer lookahead horizon, lower
values of 7 and higher values of k, significantly enhance
the hyperbolic discounting effect. This results in differences
(errors) between estimated and actual consumption, reflecting
a similar increase in uncertainty as observed in ML forecasting
models. In such models, forecasts accuracy typically decreases
as the prediction horizon extends [14], [36], [37]. Although hu-
mans apply discounting to financial benefits [22], we consider
that the financial discount is negligible for one day ahead.

B(znnt)] VYneN,VteT, (2

C. Consumption randomness as bounded rationality

By solving the end users’ optimisation model in (2) and
(1b)—(1j), the HEMS can operate household appliances auto-
matically and provide the price-responsive consumption infor-
mation to the CBS operator. However, in reality, end users can
still deviate significantly from the estimation by HEMS, e.g.,
by manually changing the appliance settings [3]. We interpret
this deviation as random behaviour, a component of the
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randomness behaviour

. Checkin Checking
Checklpg e £ auto-
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Fig. 2: A flowchart summarising end-user consumption ran-
domness modelling

consumption time series that is difficult to predict. Consider
the variables with (x) as the optimised values committed from
previous receding horizons, the actual net demand is thus
represented as:

~+ ~— rnd S

zn h xn,h - xn,h + ‘rn,h - Gn-,h + Gn,h7 (3)
where 27} h is the consumption randomness resulting from
the bounded rationality of the end users. In this model, we
consider :z:md as the sample from a Gaussian process given

input Xnyh, and independent Gaussian noise as follows:

l:leh fn( nh)+€n hs (4)

where f, ~ GP(mn(-),kn(-,-) and e, ~ N(0,02 ).
Here, k,(-,-) is the proposed non-stationary kernel, which
is configured using the randomness behaviour of the end
users. Figure 2 shows a graphical summary of the end-user
consumption randomness modelling.

1) MSTL decomposition on consumption data: To extract
the random behaviour, we apply the MSTL decomposition
technique to historical consumption. The technique extends the
traditional Seasonal-Trend decomposition using Loess (STL)
to allow for capturing multiple seasonal patterns in a time
series. By considering multiple seasonalities during decom-
position, our aim is to ensure that the extracted randomness
component encapsulates the lowest degree of predictability
[38]. The MSTL decomposition is expressed as follows:

A = Sy A Snn Y 4+ T+ Ty (5)

n,h

where S5 and S%*" denote the daily and weekly seasonal
components; T}, 5, is the trend component; and 7,3 is the
randomness component constituting the randomness behaviour
of end users.

2) Normality check of the randomness component: Since
the consumption randomness in (4) is generated using the
Gaussian process, it is necessary to ensure that the extracted
randomness behaviour in (5) follows a Gaussian distribution.
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In particular, we perform the normality check for each interval
of the day using the Kolmogorov—Smirnov (KS) test [39]. Let
de D ={1,2,---,D} represent each day in the simulation
dataset, with D = % being the total number of days. Since
t € T can be considered as the interval within a day, we can
rewrite the randomness component 7, 5, as:

Tph = Tnid Where h=(d—1)T +t. (6)

To create a distribution for each interval within a day, we de-
note R, = {rnt.q4|d € D} as the set of all randomness values
corresponding to the interval ¢ across all days d € D. The KS
test is then applied to each set Ry, testing the null hypothesis
Hy: R, is normally distributed. However, due to many outliers,
the KS test often rejects the null hypothesis. For this reason,
we use the interquartile range (IQR) thresholding strategy to
remove outliers [40]. Although undesired for the analysis, the
outliers are part of the randomness behaviour. Therefore, we
consider the removed outliers to be encapsulated under the
independent Gaussian noise ¢, 5, in (4). Overall, the KS test
is applied to the filtered randomness component represented as
Rmt ={7n,t.a/d € D}. We then fit a normal distribution on each
set ]:Znt to obtain the mean [, and variance on ; such that
Fo,t,d ~ N (fint, o5, 2 ). Given that the randomness component
is trend adjusted in (5), we have p, . ~ 0. Consequently,
we consider a zero- mean prior my,(-) = 0 for f,. On the
other hand, variance o2 , becomes important as a measure
of randomness in the consumptlon of end users.

3) Autocorrelation of the randomness component: Al-
though MSTL effectively removes multiple seasonal patterns,
the remaining randomness component may still exhibit au-
tocorrelated behaviour. This happens because of the faster
evolving seasonality that was overlooked when constructing
the model, e.g., the hourly seasonality. Imagine a situation
where the randomness of consumption arises from the unex-
pected usage of household appliances by end users. The effect
of such actions can last for a few hours until the appliances
complete their cycle. For this reason, autocorrelation within the
randomness component would be expected. In this study, we
use the autocorrelation function (ACF) plot to visually show
the autocorrelation of the randomness component.

4) Non-stationary Gaussian processes: The established au-
tocorrelation and the normal distribution of the randomness
behaviour allow for the modelling of Gaussian processes.
Fundamentally, the design of Gaussian processes is based on
the design of the kernel (or covariance function) k,, [41]. The
most common kernel is the squared exponential (SE) kernel
[26]. For a univariate h, the SE kernel ksg : RXR — R is
denoted as:

(hi — hy)? > ™

kse (hi, hj) = odg exp < Y
SE

The SE kernel is stationary inherently because it depends
only on the temporal distance between two time intervals, not
the intervals themselves. This poses a challenge in modelling
the randomness of end users, as it implies constant randomness
behaviour throughout the day, which is unrealistic. Hence,
we extend the stationary SE kernel to a non-stationary kernel
by incorporating the aforementioned randomness measurement

U%,t- To effectively incorporate this measure into the kernel
function, we first set o2 at a constant value of 1. This adjust-
ment allows o7, ; to function as the sole variance parameter,
ensuring that our adapted non-stationary kernel accurately
represents the varying randomness of end-user consumption.
We define Ksg = [kse(hq, hy)]{;—, as the H x H covariance
matrix constructed from the SE kernel, and K, € RH*#
the covariance matrix from the non-stationary kernel k,,. It is
imperative to ensure that K,, is positive semi-definite.

Theorem 1. Let A be a square diagonal matrix and K be a
positive semi-definite matrix, then ATKA is symmetric and
positive semi-definite.

In this model, we consider K,, = AI KsgA, where A, €
RI*H js represented as:
diag(g’n,la' ) an,T)l
A= 3
diag(an,la' " Un,T)D

Overall, given the established zero-mean function and the non-
stationary kernel k,, : R? x R? + R, we have x™|X,, ~

N (0,K, +U I) follows a multivariate Gaussian distribution,
where x™M4 = (Cﬁl;?dl,' C Ty )T and X, = [(h,0n0): hEH]T.

IV. PROBLEM FORMULATION FOR THE CBS OPERATOR

A. Considering loss aversion and time inconsistency via a
deterministic model

Upon receiving the optimised consumption from the end
users for each receding horizon, the CBS operator runs its
optimisation problem to schedule the CBS operation, which is
given below for each receding horizon h € H:

CBS RT id grld 0 h
glc‘é% Or Z ()‘ tUh ;AU NP P At)
teT
= NG = ) (%)
S.t.
+ - + e
Up =Vt = Z(xn,hi xn,h,t) + P, At vteT,  (9b)
nenN
et > U;tt Vte T, (9¢)
0<vy, Lu,, >0 VEeT, (9d)
Eny = Ep" + Z d“)At vteT, (%)
Py = P,Cl Pdls VteT, (9f)
_Ecapcl‘ate S Ph’t S Ecapcrate \v/t E 7—‘7 (9g)
SoCE® < Ej,; <SoCE“® VteT, (9h)
iy = PNAE =y, VEET, (9i)

nenN
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where WEBS = (), ,, Pih, PSS of v, o8y (o). The
objective of the CBS operator in (9a) is to minimise the net
operating cost. This cost includes three components: 1) energy
usage charges from the wholesale market, 2) network usage
charges when charging from the utility grid, and 3) throughput
cost considered as the operating expense (Opex) of the CBS.
Regarding network usage charges, to promote the local use of
resources [11], DNSPs only charge the CBS operator when
electricity is imported from the power grid. Therefore, no
network charges are applied when CBS is charged using local
PV generation. The last term in (9a) represents incentives to
reduce the maximum peak demand in the local community,
where G i=ma{3>, . (1~ )|t € T} represens
the peak demand of the local end users. Constraints (9b) and
(9¢) denote the net and peak demand of the entire community
with respect to the net demand of the local end users and
the CBS (dis)charging power. For compactness, we represent
the complementarity constraints as in (9d) to avoid v}tt and
vy, simultaneously taking non-zero values. Constraints (9¢)—
(9h) represent the operation and physical conditions of the
CBS. In particular, the evolution of the CBS state-of-charge
(SoC) is calculated by (9e). Constraint (9f) defines the CBS
(dis)charging power, while (9g) and (9h) denote its physical
boundaries. Lastly, constraint (9i) denotes the imported elec-
tricity from the utility grid used for CBS charging.

B. Extending the deterministic model to consider bounded
rationality via a chance-constrained model

As mentioned in subsection III-C, the CBS operator only
receives HEMS price-responsive consumption without consid-
ering consumption randomness. This can result in significant
financial losses for the CBS operator. To deal with random
behaviour of end users, we extend the CBS operation model
to a stochastic chance-constrained optimisation problem by
incorporating the consumption randomness. Under the RHO
regime, the optimisation is solved sequentially with updated
information about the end users. This allows the CBS operator
to refine its understanding of end-user behaviour based on
the observed consumption randomness using the conditioning
operation of Gaussian processes. For example, consider a
receding horizon starting at h. We have the observed consump-

tion randomness at h defined as x[0%* = (zp9 -, 29T,
and M = (2m4 ... 2™ )T as the randomness estimation

for one day ahead from h. We then have a joint distribution:

de* O KX*X* —|—O'21 K * P
] () [ ) oo
n R, Xz 2, %,

where Ky ax =kn (X5 X)), Kp 5
k’n(Xrt/?n) :K;

3

=kn (X, X0), KX;Xn =
x.- The refined understanding for xmd jg:
grnd | rndx 2 —1_rndx
R XM N<K23,LX;(KXTTX$ +o )7 xp,

KX,LX,L_K??,LX;(KX:LX; +U€27LI)_1KX;;X,>' (11

To incorporate the probabilistic estimation of consumption
randomness into the CBS operation model, we modify con-
straints (9b) and (91) as follows:

P <U}T,t 2 Z(x:ht -

neN

grid h —
]P(Uh’t > P,fhtAt — Z (‘rn,h,t

nenN

xn,h7t+§crﬁ"‘ih,t)+Ph’tAt> >n, (12a)

(12b)

nhf)> > 72,

where 77 denotes the tolerance probability required for the
constraint inside P(-). Note that we added the expected ran-
domness consumption xmdh , to both constraints. Since X9
follows a multivariate Gaussian distribution, we leverage the
marginalisation operation to get the marginalised distribution
for each &9, , ~ N (i, ,, o gmd’ ,.0- To this end, we can ana-

lytically formulate the chance constraints in (12) as follows:

Uh t —Z n h,it ';,h,t) + [j’lilng + (}ﬁ‘lj@fl(nl) + Ph,tAtv
neN
(132)

vt > PEAE =Y () AR+ 6T (), (13b)

neN

_ rnd ~rmnd __ ~rnd?
- ZnEN lu’n,h,t’ Uht - ZTLEN Un,h,t’ and

®~1(.) denotes the inverse cumulative distribution function
of the Gaussian distribution. Note that the reformulation of
(13a) removes the variable Uh ;- Therefore, in the stochastic
optimisation model, we remove the constramt (9d) and replace
it with a new constraint to avoid vh_t increasing indefinitely.
The new constraint is as follows:

UhtSE: nht

nenN

where umd

)+ A0S+ DT ) + P AL, (14)

C. Revenue calculation

In (92), we formulate the net operating cost as the objective
function for each receding horizon. In particular, the given cost
depends on the incentives provided for peak demand reduction.
However, in reality, peak demand reduction is not assessed on
a daily basis but over a billing period, typically a year. For this
reason, after obtaining the results from the CBS optimisation
model, we recalculate the profit of the CBS operator as:

1 ids id_grid
Profit = T [ —Z[)\ET<’U;* —a5") 4 AF
heH
+ )\OPEXP;CLh* At} + Apeakcpeak_AﬁxEcapCrate

+Z(>‘6re5:,H_>‘remC:,H) _EcapEcost’ (15)
neN
where Cpeak = mathH{ZneN( nh + xmd - Exz*)} -

maxper{ Y, e yTng oy *}. In addition to the financial terms
outlined in (9a), we consider realistic fixed costs and fixed
revenues to estimate the realistic profit made by the CBS
operator. The dy include the electricity payment from the end

users, AR'z5",", a fixed network charge, ™ E“®C™*, paid to
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the DNSP based on the CBS power capacity [33], and solar
credit usage charge paid by solar prosumers, X“d;, ;;, for the
CBS usage. To ensure the highest benefits for the prosumers,
the CBS operator also pays a fixed rate for the remaining solar
credits, A*"C o at the end of the billing period. Lastly, we
scale the calculation by CBS lifetime and subtract the battery
cost FP peost,

V. SIMULATION STUDY

In this section, we analyse the impact of end-user irra-
tionality and evaluate the financial benefits of our chance-
constrained CBS operation model. We run the simulation
based on real-world data and compare the end-user benefits
under the proposed scheme against another existing retailer.

A. Simulation setup

1) End-user profiles: We randomly selected 50 end users’
profiles from the 2012 Solar Home dataset in New South
Wales (NSW), Australia [42]. These profiles were equally
divided into two groups: 25 solar prosumers with rooftop
solar PV systems and 25 non-solar consumers. Due to the
increase in rooftop PV capacity, the PV generation profiles
were uniformly scaled up three times, resulting in an average
PV capacity of 5.5 kWp. For the simulation period, we chose
the first week of each month (84 days in total) to capture the
seasonality and variability of the end-user behaviour and PV
generation throughout the year. In this study, we assumed a
billing period that lasted for a season, while the reduction in
peak demand was evaluated at the end of the year.

2) Electricity prices and charges: Similar to the simulation
period, we picked the RT wholesale market prices in NSW
for the first week of each month in 2021 [43]. The network
charges for end users and CBS operator were taken from the
DNSP in NSW, i.e., AusGrid [44]. In particular, end users were
subject to tariff codes EA959/EA960 while the CBS operator
was assigned tariff codes EA962/EA963 [33]. Although the
peak demand reduction service is not currently available, we
hypothesised that DNSP would incentivise the CBS operator at
the peak demand tariff rate EA302 [44], traditionally charged
to business customers.

3) CBS data and other parameters: In this study, we refer
to the CBS specifications outlined in [45], and summarise the
CBS and other simulation parameters in Table I. All monetary
values are in Australian dollars (AUD). As the price elasticity
of the end users can vary throughout the day [34], we adopted
three-time bands and uniformly distributed the coefficients of
elasticity among the end users. We represent in Table II the
distribution ranges, where the time band is defined by the
NSW DNSP [44]. To represent the diversity of end users in
the community, we also uniformly distributed the discounting
degree, k,, with the specified range presented in Table I.

B. Simulation results

1) Local price-responsive consumption: Figure 3 shows
the aggregated price-responsive consumption of the local
community on a weekday in winter obtained from the end-
user optimisation model in subsections III-A and III-B. The

TABLE I: CBS specifications and simulation parameters

CBS specifications Simulation parameters

r 90% | z,, 4 Tnt 0.58n,t, 1.58n,t
SoC, SoC 0%, 100% | T 48 (24 hours)
Ec 100 kWh | TRB 12 (6 hours)
Crate 05 | 7 0.2
Te 3650 (10 years) | Kn [0.1, 0.5]
Fcost AUDS$ 800/kWh | ogg 1
AOpex 2.2 ¢/kWh | n1,m2,m3 99.9%, 97.5%, 99.9%
At 0.5 hours | Acre, yrem 10 ¢/kWh, 5 ¢/kWh

TABLE II: Time-varying price elasticity coefficients range

Off-peak
[—0.2, —0.3]

Shoulder
[-0.3, —0.5]

Peak
[—0.5, —0.7]

Price elasticity

90

75] T Original

1-interval prior estimation
—— Realised

2-interval prior estimation

Consumption (kW)

§ 0.15] —— Wholesale market price
% 0.10
-0.05

Consumption (kW)

15 e
012345678 91011121314151617181920212223
Hour

Fig. 3: Comparison of local consumption of a winter weekday.
The top figure depicts consumption considering only loss
aversion (LA), while the bottom figure includes both loss
aversion and time inconsistency properties (LA+TI)

pink lines represent the realised price-responsive consumption,
while the dashed grey lines represent the expected consump-
tion estimated one and two intervals prior. For example, the
value indicated by the first grey line at 15:00 signifies that
consumption was estimated at the receding horizon starting
at 14:30. Meanwhile, the second grey line’s value at 15:00
represents the consumption estimation made at the receding
horizon starting at 14:00. The bottom figure compared to
the top one exhibits fewer overlaps among the three lines,
demonstrating the changing decisions of end users over time.
In this way, we eliminate the presumption of a static and
perfect consumption forecast by end users through time incon-
sistency. This aligns closely with real-world scenarios where
the accuracy of consumption forecasts, such as those generated
by ML models, varies based on the lookahead horizon [14].
The separation of the three lines in the top figure at 18:00-
19:00 comes from the updated information as time proceeds
and the short-horizon rebound effect. This rebound effect
also explains why consumption remains relatively high during
peak hours, which charges 27¢/kWh, as defined by DNSP
[33]. Peak hours specified by the DNSP are depicted by
the blue-shaded region in Fig. 3. Although consumption sees
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TABLE III: Average percentage of removed outliers and the
intervals that passed normality test

Spring | Summer | Autumn | Winter
Outliers 5.0% 5.2% 5.0% 5.4%
Normality | 99.8% 99.6% 99.6% 99.7%
1.0
§os
506
204
S|
UOO I ? ? - - . - - Py
0 2 4 6 8 10
Lags

Fig. 4: The ACF plot of an end user’s randomness time series

0.003

0.002

0.001

0.000

02 46 810121416182022
Hour

Fig. 5: Randomness covariance matrix of an end user gener-
ated from the proposed non-stationary kernel

an overall reduction during peak hours compared to original
values (green lines) due to the price-responsive behaviour
implemented in (2), maximum peak power demand remains
high. In particular, the peak is shifted from 17:30 to 18:00-
18:30 due to the high RT price at 17:30, as shown in the middle
figure. This underscores the necessity of CBS for reducing
peak demand, as will be discussed later in subsection V-B3.

2) Randomness of consumption: Even with the help of
HEMS, end users can still deviate significantly due to their ran-
dom behaviour. As outlined in subsection III-C, after extract-
ing the randomness behaviour using MSTL decomposition,
we apply an outlier filtering and perform a normality check.
Table III shows the average percentage of outliers removed
by the IQR thresholding strategy and the intervals that passed
the KS normality test in all end-user randomness time series.
We incorporate the eliminated outliers into the Gaussian noise
term €, 5, by setting o, , =0.104 5.

Next, an autocorrelation check is performed on the filtered
randomness time series. Figure 4 shows the ACF plot for
a representative end user. Based on the identified average
significant lags across all end users, we assign a value of 2.1
to lsg in (7). This parameter can be interpreted as defining the
autocorrelation lag order for the samples generated from the
Gaussian processes. Specifically, a larger [sg value increases
the influence of neighbouring half-hourly intervals, implying
a higher autocorrelation order in consumption time series.

Realised ---- Mean 2 SDs 95% CI

Spring

bohobhowdbbhobhow hohso ohoisow

Aggregated randomness (kW)

y

2 4 6 8 10 12 14 16
Day 1

18 20 22 0 2 4 6 8
Day 2
Hour

Fig. 6: Aggregated randomness for different seasons

While it is best to assign unique [sg values for each end
user based on their specific lag order, for simplicity, we opt
for a uniform value of Isg = 2.1 among all users. Figure 5
shows the randomness covariance matrix generated from the
proposed non-stationary kernel of the same end user as in Fig.
4. For each specific interval, we can see the influence of the
surrounding intervals on the randomness value at that interval
based on the chosen value of Isg. Note that given the causal
nature of the model, the randomness value at interval ¢ is only
affected by the preceding randomness values. Unlike stationary
kernels, the values along the diagonal here are non-uniform
[26], offering greater flexibility to capture varying randomness
at different times of day. The randomness covariance matrix
shows that the end user on average has a high randomness
measure early in the morning and during the evening peak
hours, aligned with periods of increased home activity.

To demonstrate the impact of seasonality, Fig. 6 presents
the aggregated randomness of the local community throughout
all four seasons with the receding horizon starting at 9:00 on
day 1. The 95% confidence interval (CI) for the day ahead is
constructed using two standard deviations (SDs) derived from
the diagonal of the randomness covariance matrix aggregated
from all end users. In addition to the time-of-day-dependent
randomness explained above, we observe in the figures that the
distribution is tightened at the start of the receding horizon,
ie.,, at 9:00, reflecting the conditioning operation of the
Gaussian processes. This illustrates how the CBS operator
can refine its expectations of future randomness based on
previously observed randomness values. Such a mechanism
of dynamically updating expectations is consistent with real-
world scenarios, where the accuracy of forecasts generally
improves as they approach the actual time of occurrence
[14]. Lastly, it can be seen that the randomness measure is
highest during winter mainly due to increased consumption.
In general, the results show that as consumption increases, the
unpredictability of consumption patterns also increases.
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Fig. 7: CBS operator’s profit breakdown of the proposed
model. Battery cost is estimated at $800/kWh, and the solar
credit usage charge is set at 10¢/kWh

TABLE IV: Annual revenue from peak reduction and energy
arbitrage under three different scenarios of CBS operation

Irrationality Peak Peak Energy Annual
properties reduction | service | arbitrage | revenue
LA (existing) 27.96 kW | $3.18k $3.94k $7.12k
LA + TI 35.21 kW $4.34k $3.96k $8.30k
LA + TI + BR | 37.82 kW | $4.66k $5.29k $9.95k

The final consumption pattern of each end user in our
model is derived by combining the three behavioural economic
properties. This involves summing the randomness component
from bounded rationality (BR), as depicted in Fig. 6, with
the consumption pattern influenced by loss aversion and time
inconsistency (LA+TI), as illustrated at the bottom of Fig.
3. Since the randomness is zero reverting, the model retains
the price-responsive behaviour, which is modelled in the
LA+TT properties. However, in the short term, this pattern
is overlaid with noise due to the inherent randomness of
the end users, reflecting the complex and often unpredictable
nature of end-user behaviour. Intuitively, compared to ML
forecasting models, which rely on exogenous variables, the
results produced from LA+TI are explainable by variables
such as temporal information, market prices, and demographic
factors. Specifically, time inconsistency parameters correlate
with the age of the occupants, while price elasticity parameters
can be adjusted according to household income levels [34].
Meanwhile, BR concentrates on the internal dynamics of
consumption time series, encapsulating the autocorrelation (lag
values) inherent in the consumption data. This means that it
considers how past consumption values influence future usage,
a key factor in accurately predicting consumption patterns
[14]. Additionally, BR captures the residual or randomness
elements that are inherent in ML forecasting models. These
elements refer to the unpredictable fluctuations in consumption
that cannot be explained solely by exogenous variables or past
trends.

3) CBS operator profit: Using the price-responsive con-
sumption reported by the end users, as shown in Fig. 3, the
CBS operator can solve a deterministic optimisation problem
to operate the CBS. However, recognising that the HEMS
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Fig. 8: Project IRR (in %) with respect to battery cost and
solar credit usage charge
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Fig. 9: Distribution of solar prosumers annual savings under
different solar credit usage charges

might overlook the randomness behaviour, the CBS operator
can instead opt for a chance-constrained operational model.
This model considers the additional distribution shown in Fig.
6. Table IV shows the annual revenue achieved by CBS in
three different scenarios: first, the CBS operator only consid-
ers LA when solving for CBS operation, corresponding to
existing work in the literature [12], [19]; second, both LA+TI
are considered; third, all three properties of irrationality are
considered (LA+TI+BR) using chance-constrained optimisa-
tion. Note that in this analysis, end users display all three
behavioural properties in all scenarios. The results show that
the third scenario delivers the highest peak demand reduction
of 37.82 kW, which is approximately $46.6k of revenue in
the peak reduction service. Additionally, when considering
all three irrationality properties, the CBS operator achieves
the highest revenue in energy arbitrage; hence, the highest
revenue overall. In particular, the proposed LA+TI+BR case
yields 39.7% and 19.9% higher revenue than the LA case and
LA+TT cases, respectively.

In Fig. 7, we show the breakdown of the CBS operator’s
profits over the CBS lifetime for the third scenario. In addition
to revenues from energy arbitrage and peak reduction service,
battery capital expenditure (CapEx) and solar credit usage
charges greatly impact the overall project profit. Here, the
battery cost is estimated at $800/kWh for a 2-hour battery,
and the solar credit usage charge is set to 10¢/kWh. In Fig.
8, we show the internal rate of return (IRR) of the project
as a percentage with respect to varying battery costs and solar
credit usage charges. The red box indicates IRR (9.28%) under
the same setup as in Fig. 7.
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Fig. 10: Comparison of solar prosumers’ electricity bills when
solar credit usage charge is set at 10¢/kWh

4) Solar prosumers electricity payment: While a high so-
lar credit usage charge yields a higher profit for the CBS
operator, it also results in an increase in electricity bill for
solar prosumers. In this paper, we compare the electricity
bills of prosumers under our proposed scheme with those of
Amber Electric [16], an existing retailer that sells electricity
at wholesale RT prices to residential customers. Figure 9
demonstrates the annual savings of solar prosumers under
different credit usage charges. To ensure the highest benefits
for the prosumers, a Bill Guarantee scheme is considered
to compensate the prosumers if they pay more under our
proposed model. For instance, at 10¢/kWh credit usage charge,
six prosumers might incur a loss under our proposed scheme.
Therefore, their savings are zero. Bill compensation is also
factored into the CBS operator’s profit, as shown in the
penultimate column in Fig. 7. Overall, depending on the
strategy of the CBS operator, it can either choose to increase
its profit per customer or attract more customers by lowering
the credit usage charge.

In Fig. 10, we show the distribution of the electricity bills
of prosumers under Amber Electric (without CBS) and our
proposed scheme (with CBS) at 10¢/kWh credit usage charge.
Although prosumers on average have lower annual electricity
bills (11.1% reduction), electricity bills during spring and
summer are observed to be higher under our proposed model.
The exception arises because solar energy is excessive during
these seasons and prosumers under Amber Electric can directly
sell to the grid at RT prices instead of virtually storing in
the CBS. Although in our model, the CBS operator offers a
refund at a fixed rate for any remaining solar credits at the
end of the billing period, as discussed in subsection IV-C, the
high RT prices make Amber Electric a slightly more cost-
effective option for these two seasons. However, with a higher
penetration of RES, more negative prices are expected midday
[35]. As a result, this will make CBS a more lucrative solution
for all seasons throughout the year.

VI. CONCLUSION

In this paper, we introduced a price-responsive model of
residential users considering their irrational behaviour, en-
capsulating loss aversion, time inconsistency, and bounded
rationality. We incorporated the first two properties into the
utility function of the end users, whereas the bounded ra-
tionality was modelled through the randomness of the end-
user behaviour. To this end, we developed a framework that

extracts this random behaviour from the consumption patterns
using MSTL and subsequently models this behaviour using
non-stationary Gaussian processes. The impact of irrational
behaviour is analysed through a business model for a local
energy community that integrates CBS. To deal with end users’
irrationality, we applied a chance-constrained optimisation to
operate the CBS under the RHO regime. Using real-world
data from 50 end users, we demonstrated that the proposed
DR model incorporating irrationality provides a more realistic
estimation of end-user price responsiveness. Next, we quanti-
fied the financial benefits of the proposed chance-constrained
CBS operation model, resulting in up to 19% increase in
CBS revenue. Also, we showed that solar prosumers under
our proposed scheme could have lower electricity bills than
existing retailers while still ensuring a profitable business
model for the CBS operator. Future work could focus on
increasing the CBS operator’s profit by providing ancillary
services for the electricity market.
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